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Abstract

This paper examines the efficacy of digital literacy training programs in countering online hate speech. Through a qualitative investigation, the study delves into the experiences and perspectives of content creators who took part in the Radio Netherlands Training Centre's 'Digital Media to Counter Disinformation and Hate Speech Training Program' during September/October 2022. The study employed in-depth semi-structured interviews with a diverse sample of 10 participants hailing from different countries. The findings elucidate that the participants perceived a notable enhancement in their proficiency to identify and combat hate speech following their involvement in the training program. Moreover, the acquired knowledge and skills were successfully applied by the participants, who subsequently shared them with other content creators. Significantly, the participants themselves contributed recommendations regarding optimal strategies for fostering positive and inclusive online environments, as well as enhancing critical digital literacy programs that aim to empower content creators in their efforts to combat online hate speech.
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Introduction

The widespread availability of the Internet and social media has greatly expanded the opportunities for individuals to express themselves freely, diminishing the traditional media's role as gatekeepers. This is generally viewed as contributing to the democratization of public discourse. However, the limitless potential for free speech has also paved the way for the polarization of public opinions, aggressive forms of communication, and the detrimental effects of online aggression.

Surveys conducted globally have revealed that many internet users have reported being subjected to hate speech, and developing countries are not immune to its negative impacts, including psychological harm, marginalization, and exclusion [1]. Research has shown that individuals in developing countries face unique challenges when it comes to dealing with online hate speech, due in part to limited access to
technology, insufficient legal frameworks, and inadequate capacity to monitor and regulate the internet [2].

Online hate speech often takes the form of discriminatory language directed at marginalized communities, such as ethnic, religious, and linguistic minorities, as well as other vulnerable communities in significant ways. This has major impacts on the targeted individuals and communities, contributing to social divisions and exacerbating existing inequalities.

In response to the problem of online hate speech, researchers have called for a range of interventions. Some authors have highlighted the potential of technology, specifically the utilization of machine learning algorithms, to identify and detect hate speech on digital platforms [3]. Others have focused on strengthening the legal frameworks [4], while others have emphasized the importance of education and awareness-raising efforts aimed at promoting responsible and ethical online behavior [5].

Several initiatives have been undertaken to counter online hate speech and promote conscientious online behavior. One such initiative is digital literacy training programs for content creators. These programs are designed to educate individuals about the negative impact of hate speech and equip them with the skills and knowledge to identify and counteract online hate speech in their work and online interactions.

Despite the fact that these programs have been shown to have a positive impact on individuals' online behavior, including reducing online hate speech, there is limited research on the experiences and perspectives of content creators involved in these programs. This research aims to fill this gap in knowledge by exploring the experiences and perspectives of content creators involved in the Radio Netherlands Training Centre (RNTC) training program entitled ‘Digital Media to counter disinformation and hate speech’.

Problem Statement

Online hate speech is a growing problem that undermines social cohesion and threatens the safety and well-being of individuals and communities. Despite increased efforts to address this issue, the persistence of online hate speech highlights the need for more effective procedures to counter its spread.
This study seeks to gain a deeper understanding of the ways in which digital literacy training programs can help content creators navigate the complex and rapidly evolving online environment and reduce the spread of online hate speech.

**Research objective**

The main objective of this research paper is to gain insight of the experiences and perspectives of content creators who have participated in the Radio Netherlands Training Centre (RNTC) training program entitled ‘Digital Media to counter disinformation and hate speech’ in September/October 2022 round, and to examine the impact of digital literacy training programs on countering online hate speech and promoting responsible online behavior.

**Literature Review**

This literature review examines the existing research on online hate speech, including its definition, causes, consequences on targeted groups, and current responses. It also tackles the research that examined the role of critical digital literacy to counter hate speech, giving an overview of three digital literacy training programs targeted at content creators to empower them to combat hateful online content.

**Online Hate Speech; a Growing Phenomenon**

As the internet becomes more mature, the issue of online hate speech has gained more attention, especially as its offline consequences become more apparent. This type of speech ranges from misogyny and racism to xenophobia, blasphemy, and homophobia.

'Hate speech' is an emotionally charged term, with no universally agreed-upon definition in international human rights law. Despite many individuals claiming to recognize it when they encounter it, the criteria for identifying what constitutes "hateful" is often unclear or inconsistent, and invites differing legal, ethical, and socio-technical perspectives [6].

Several definitions of "hate speech" have been created in response to discriminatory incidents and social issues. These definitions have evolved.
to address new situations, changes in language, increased understanding of equality and discrimination, and advancements in technology.

In the context of this paper, the term hate speech is understood as any purposeful attack directed towards an individual or a group, motivated by the targeted entity’s identity or opinions. According to the Encyclopedia of the American Constitution, the identity factors include race, religion, ethnic origin, national origin, sex, disability, sexual orientation, or gender identity [7].

Rather than prohibiting hate speech in general, international law prohibits the incitement to discrimination, hostility, and violence. If hate speech doesn't reach the level of incitement, international law doesn't require countries to prohibit it.

One of the primary drivers of online hate speech is the anonymity provided by the internet. According to a study by Brink et al. (2019) [8], the anonymity of online interactions allows individuals to express hateful views and engage in abusive behavior that they might not otherwise exhibit in face-to-face settings. This anonymity also creates a sense of distance and detachment from the harm caused by hate speech, further exacerbating the problem.

The structure and algorithms of social media platforms have also been identified as contributing factors to the spread of online hate speech. The algorithms that determine which content is promoted and visible to users can amplify hateful and extreme views, creating echo chambers and reinforcing the views of those who engage in hate speech.

According to Statista 2021, the majority of cases of hate speech target individuals based on their political views (55%), followed by belonging to a protected class (35%)*, and physical appearance (35%), then race and ethnicity (25%), and gender (25%), followed by religion (21%), occupation (12%), disability (11%), and sexual orientation (9%). HateBase, a web-based

*The protected classes include: age, ancestry, color, disability, ethnicity, gender, gender identity or expression, genetic information, HIV/AIDS status, military status, national origin, pregnancy, race, religion, sex, sexual orientation, or veteran status, or any other bases under the law.
application that collects instances of hate speech online worldwide confirms that incitements of hatred focusing on religion and class have also been on the rise since 2015 [9].

The effects of online hate speech are significant and far-reaching. A study by Jackson and Nafus found that exposure to online hate speech can lead to increased levels of anxiety and depression, as well as a decrease in self-esteem and sense of belonging for the targets [10]. Additionally, the spread of hate can contribute to the normalization of hateful and bigoted views and beliefs, in addition to the spread of misinformation and harmful conspiracy theories [11].

Social isolation during the COVID-19 pandemic, and the related elevation in online activity, have increased young people’s vulnerability to hate-fueled narratives spread through social media and messaging apps. They can either be direct targets of hate speech or merely observers susceptible to influence [12]. In a 2022 study focused on Algerian youth, it was discovered that social networking sites have evolved into platforms where perilous conversations take place, thereby posing a significant risk to the well-being of young individuals [13].

Another Algerian study on the students of the departments of Psychology and Sociology at the University of M’sila found that the hate spread through social media has negative effects on the level of the social value system among youth and leads to violence. It also contributes to extremism and religious disharmony and weakens social cohesion [14]. The researcher emphasized the importance of diligently raising awareness about hate speech and racism, aiming to enable individuals to recognize and avoid such behaviors.

A study conducted with a group of Jordanian journalists highlighted the crucial recommendation of promoting awareness regarding hate speech and strategies to counteract detrimental online content. The study emphasizes the significance of discouraging social media users from sharing misinformation or manipulating facts without verifying their accuracy. Furthermore, it urges individuals to refrain from promoting extreme ideologies and concepts. [15].
Based on a study conducted with Egyptian youth, it was determined that hate speech is amplified within society due to the anonymity afforded to individuals who propagate hatred, violence, and racism through social networks. The study also identified the ease with which verbal aggression can be disseminated via comments and messages, as well as the convenience of inciting others without direct confrontation. Nevertheless, the research revealed a positive aspect wherein digital media aids young people reject extremism, intolerance, and hate by sharing stories of victims of terrorism and extremist organizations, showcasing the destruction caused by such groups, and promoting values of tolerance and moderation through community engagement and the production of a new, alternative discourse [16].

Social media researchers have noted an alarming increase in online sentiments characterized by anti-Chinese and anti-Asian prejudice. These sentiments can be attributed to fears associated with the coronavirus pandemic, with derogatory slurs and terms such as "kungflu" connecting the outbreak with specific ethnicities and nationalities. This surge in online animosity and mistrust has not only fueled virtual hate but has also translated into real-world consequences. Instances of verbal assaults, acts of violence, and boycotts targeting Asian-owned businesses have been on the rise as well. [17]. Conversely, several videos circulating within African communities feature black Americans offering cautionary advice to their counterparts in Africa, urging them to exercise extreme caution and protect themselves against viruses originating from the "white man."

Digital spaces also attack women with many forms of hate, including sexism, misogyny, and harassment, in response to their online activism and participation. An article by Fladmoe, A. & Nadim, M. [18] has demonstrated that online harassment can act as a silencing mechanism against women, causing them to exercise caution when expressing their views.

A recent study by the Pew Research Center have shown that one in two women suffer some form of gender-based online harassment, with percentages increasing in younger women under 35 [19]. A study pointed at Twitter, in specific, to be hostile platform for women, as
approximately one in ten tweets aimed at or about female individuals in the sample contain insults or other derogatory language [20].

The primary responses to online hate speech have mostly centered on legal measures, but this approach has its own risks and limitations. A narrow emphasis on legal remedies fails to consider how societies develop through disagreements and debates. Post, R., Hare, I. & Weinstein, J. claim that despite hate speech being a hurtful form of dissent, it can also shed light on deep-seated tensions and inequalities that need to be addressed beyond just speech and online issues [21]. At the same time, “only the most egregious forms of hate speech, namely those constituting incitement to discrimination, hostility, and violence, are generally considered unlawful.” [22]

For that, the United Nations set a strategy in 2019 to fight online hate speech; the strategy and its execution should align with the right to freedom of expression and opinion, as it believes that more speech, not less, is the key to addressing hate speech. The UN is also committed to empowering a new generation of digital citizens to recognize, resist, and combat hate speech [23].

Intermediaries are also continuously working on establishing rules for the appropriate use of their services and reserving to themselves, in specific situations, the role of moderators. These "terms and conditions," sometimes referred to as "community standards" or "guidelines," differ in the types of expression they restrict, with many prohibiting "hate speech" or similar terms. A yearly assessment implemented by POLITICO† on the handling of online hateful posts by Facebook, Google, and Youtube, revealed that 62.5% of flagged material was deleted by social media companies over a 6-week period between March 1st and April 15th, 2021. This is a decrease from the 71% removal rate recorded during the last review conducted in late 2019.

In a contrasting observation, the audit conducted by the Commission revealed that both Twitter and Instagram witnessed a rise in the removal

† A German-owned political newspaper company based in Arlington County, Virginia, US, that covers politics and policy in the United States and internationally.
of hate speech content subsequent to receiving notifications. Notably, TikTok demonstrated the highest removal rate, reaching 80%, among the prominent platforms that voluntarily underwent the review in 2022. [24]. Furthermore, reports published in December 2022 by the Center for Countering Digital Hate and the Anti-Defamation League indicate a significant increase in the prevalence of hate speech on Twitter under Musk’s leadership. [25].

In general, online hate speech is a complicated and expanding problem that demands a comprehensive approach. Although there is no silver bullet, studies have revealed that a combination of regulation, education, raising awareness among media professionals and citizens and technology can help curb the dissemination of online hate speech and mitigate its harmful effects.

**Critical Digital Literacy (CDL) To Counter Hate Speech**

Research has shown that hate speech is a pervasive problem on social media platforms, with the anonymity and lack of accountability afforded by these platforms enabling users to make inflammatory and harmful statements without consequences. However, it has also shown that critical digital literacy can play a role in counteracting hate speech by empowering individuals to identify and reject such speech, as well as by promoting a culture of responsible and ethical online communication.

Critical digital literacy (CDL) entails a digital literacy approach that places substantial emphasis on critically analyzing the power dynamics inherent in digital technologies [26]. This approach goes beyond mere proficiency in using digital tools, aiming to cultivate an understanding of how these technologies influence and are influenced by the broader societal context.

One key aspect of CDL is media literacy, which involves the ability to critically analyze and evaluate information found online. Studies have shown that individuals with higher levels of media literacy are more likely to protect themselves from harmful digital content and respect others [26]. The other important aspect of CDL is digital citizenship, which involves responsible and ethical behavior online. This can
include being aware of one's digital footprint, practicing good online etiquette, and understanding the potential consequences of one's actions online. Studies have shown that individuals with a strong sense of digital citizenship are less likely to engage in cyberbullying and hate speech [27].

In addition to media literacy and digital citizenship, CDL also encompasses the ability to navigate and utilize digital tools and resources. This entails understanding effective usage of search engines, proficiency in creating and editing digital content, and knowledge of safeguarding one's digital security.

Although there’s a growing body of research on CDL to counter hate speech, such as one recent study by Foss SK, et al. et al. that found that individuals who had high levels of CDL were more likely to recognize and report hate speech when they encountered it online [28], existing studies predominantly focus on initiatives aimed at residents of the Global North [29]. For instance, Zeiger and Gyte highlight the EU-funded program called "No Hate Speech" as an example. This initiative has developed a comprehensive set of educational materials to teach media literacy and critical thinking skills, with a focus on identifying and countering hate speech online.

An emancipatory action research conducted with a group of Roma youth in Greece [26], which aimed to explore the impact of critical digital literacy activities on their understanding of online hate speech suggested that the most empowering aspect of the project was gaining knowledge and skills in creating non-violent counter-narratives. One the most interesting insights was that the participants considered their online presence and digital footprint in connection with their cultural identity, allowing them to see a larger connection between the online and offline social world. In other words, they linked hate speech to the larger issues of racism that they experience in the real world.

One report published by K4D Helpdesk entitled ‘Countering online misinformation, hate speech or extremist narratives in the Global

---

1 The knowledge, evidence and learning for development (K4D) helpdesk is a service commissioned by the UK Department for International Development and other
South’ report examined various initiatives from the Global South, with a specific emphasis on Pakistan [30]. The most prevalent type of initiative covered in the literature is countering violent extremism (CVE) programming, which encompasses not only countering extremist narratives and hate speech but also promoting digital literacy to address misinformation spread by extremist groups. The report provides a concise overview of the lessons learned concerning the best strategies to build the counter-narratives, including a precise identification of the target audience and tailoring messages to align with their specific attributes, as well as considering local cultural and contextual factors, and creating a safe online environment for minority groups who have been subjected to hate in the digital realm.

In an article by Isheba Cornwall, a Caribbean social media strategist, radio host, and producer, the author emphasized the effectiveness of creative campaigns via social media platforms in helping to combat online hate speech and toxicity. She suggested focusing on easily understandable content that promotes inclusiveness, equality, and diversity [31].

Another study implemented a randomized experiment involving English-speaking Twitter users who had previously posted messages containing xenophobic or racist hate speech. These users were divided into three groups, each assigned to a different counter-speech strategy. The study then analyzed the efficacy of each strategy. The findings revealed that counter-speech messages emphasizing empathy were successful in reducing instances of xenophobic hate speech. However, strategies utilizing humor or warnings of consequences did not consistently yield the same positive outcomes [32].

Furthermore, according to a report published by IDEAS Sri Lanka (2019), fostering trained youth advocates for peace through social media can be advantageous in countries experiencing heightened levels of tension. The report suggests that empowering young individuals with a comprehensive understanding of the country's context, political

Government departments, that provides brief summaries of current research, evidence, and lessons learned.
structure, conflicts, and peace building, along with providing them with tools to effectively monitor various information sources, particularly during periods of violence, is crucial. Additionally, the report recommends promptly countering hate-inducing media messages following violent incidents as a means to cultivate peace and foster empathy among citizens [33].

Training content creators has also emerged as a promising approach to countering online hate speech. The literature suggests that training programs can equip individuals with the knowledge and skills needed to recognize and respond to hate speech, promote inclusive and respectful online environments, and counter the spread of harmful ideologies [34, 35].

In addition to educational interventions, technology plays a significant role in advancing and supporting critical digital literacy (CDL). For instance, a study conducted by Kim et al. revealed that the implementation of machine learning algorithms for the detection and flagging of hate speech can effectively contribute to CDL promotion and combating online hate speech [36]. The field of natural language processing (NLP) is continuously evolving in terms of utilizing AI techniques for preventing and intervening in online hate speech. Recent research has focused on evaluating the effectiveness of various models employed by companies and media organizations for this purpose [37]. Nevertheless, the primary focus of this paper is on the human element, specifically content creators in the realm of digital media.

Overall, the literature suggests that CDL is a valuable tool for countering hate speech online and that it can be effectively developed and promoted through educational interventions and the use of technology.

**Overview of a Sample of Critical Digital Literacy Training Programs**

In this section, the researcher provides an overview of three distinct short-term training programs focused on critical digital literacy (CDL) in which she participated: two as a participant and one as a trainer. These programs were conducted in three distinct countries and offered full or partial scholarships to ensure inclusivity across various socio-
economic backgrounds, as well as to accommodate students and young individuals. Despite slight variations, these programs shared similar objectives and specifically targeted content creators from developing nations.

**Media and Digital Literacy Academy in Beirut (MDLAB)**

Established in 2013, the Media and Digital Literacy Academy of Beirut (MDLAB) worked on the development of media and digital literacy education in the Arab region by delivering the necessary training, curricular material, and resources. MDLAB has been at the forefront of media and digital literacy initiatives in the Arab world, thanks to the country's relatively open media and academic environment, when compared to other countries in the region [38].

At the Lebanese American University in Beirut, Lebanon, MDLAB offers an intensive two-week training program held annually during the summer. The program's primary audience consists of faculty members, media professionals, content creators, and media students from around the globe, with a particular focus on individuals from developing countries. The program includes a series of lectures, panels, and practical workshops on digital competencies. It covers diverse topics such as media and digital literacy, propaganda in video and film, the dynamics of hate speech and free speech, the influence of digital media on radicalization, and the portrayal of marginalized communities in the media. The practical workshops delve into various skills such as blogging, podcasting, photo manipulation, audio and video editing, social network analysis, and data visualization. Upon completion of the program, academics are expected to develop a syllabus suitable for teaching at their respective universities or educational institutions, while content creators are tasked with producing content that promotes critical media and digital literacy.

**RNTC's Digital Media to Counter Disinformation and Hate Speech Course**

The Digital Media to Counter Disinformation and Hate Speech course is an intensive training program offered by the Radio Netherlands Training Centre (RNTC) that spans over three weeks. Introduced in 2015, this program specifically caters to content creators, journalists, social activists, program-makers, and communication professionals...
from developing countries who aspire to drive social change within their communities, basically through producing creative digital media stories, to micro-target audiences.

A significant portion of the program is dedicated to enhancing participants’ abilities to monitor, track, and combat hate speech, cancel culture, and polarizing narratives. The curriculum aims to empower potential agents of change by providing them with proactive strategies for addressing these issues. Additionally, the course educates participants on effective community moderation techniques to foster inclusive dialogue. Tools such as social listening, data verification, and understanding virality are imparted to aid in this endeavor. [39].

By the end of the program, participants are anticipated to produce online videos that influence attitudes and behaviors, applying what they learnt about various aspects such as shooting, lighting, audio, and video editing, as well as different story-telling formats.

**American Center Cairo ‘Digital Skills Camp’**

The Digital Skills Camp is a program offered by the U.S. Embassy American Center Cairo (ACC). It was initiated by a team of media experts and educators during the summer of 2021. The program mainly aims to promote conscious and critical media and digital literacy among Egyptian youth. It caters to both established content creators and aspiring ones [40].

The two-week-long program educates participants on how to merge critical thinking, audio/video production skills, and social media moderation tools to produce meaningful media messages that could address pressing topics in the online space, such as fake news, hateful and discriminatory speech, extremism, and cyberbullying, and put forward responsible and ethical content. Audio and video editing workshops are also an integral part of the training. One plus point of this program is that some lectures are open to public audiences for greater benefit.

Like the two other programs, participants are required to bring what they learned in the training program to practice. The produced content should be a podcast or a video content tackling an issue that can be
solved by educating audiences to critically think and skillfully engage with the media content they’re exposed to.

A common denominator of the three initiatives is the emphasis on the development of critical thinking skills and the ethically-reflective use of social media as starting points of media and information literacy skills to combat hate speech online. In this paper, the researcher specifically chose to examine the experience of RNTC as a case study due to its diverse participant base in terms of nationalities, occupations, and years of experience. Another reason for selecting RNTC is that the program concluded last October, so the experience should be still vivid in the participants’ minds. Additionally, previous academic papers and articles have already covered MDLAB, such as the paper by Jad Melki and Lubna Maaliki titled "Helping Arab Digital and Media Literacy Blossom: Three years of the Media and Digital Literacy Academy of Beirut (MDLAB)"[41].

Therefore, the following research questions were formed:

RQ1: How do content creators perceive and assess the effectiveness of the RNTC program; Digital media to counter disinformation and hate speech on their knowledge and skills?

RQ2: Which learning techniques proved to be the most effective in enhancing the participants’ knowledge and skills?

RQ3: How did content creators apply the knowledge and skills they obtained from the training in their work and other online activities?

RQ4: Were there any efforts from the participants to diffuse the training materials to other content creators?

RQ5: How can content creators counter hate speech and contribute to creating a safe and inclusive online environment?

RQ6: How can digital literacy training programs be specifically designed and implemented for content creators to more effectively reduce online hate speech?
Methodological procedures

Research design

This study adopts a qualitative research approach that focuses on how individuals interpret and make sense of their experiences to grasp social reality. It is inductive in nature, and the researcher generally explores meanings and insights in a given situation [42], by utilizing various methods such as interviews, diaries, classroom observations, and open-ended questionnaires to gather information and analyze it through content analysis of visual and textual materials and oral history [43]. It aims to provide a deeper understanding of human behavior, emotions, attitudes, and experiences. The research is exploratory, seeking to explain the "how" and "why" of a social phenomenon in a specific context [44].

The use of qualitative methods is appropriate for this study, as it can provide rich, detailed data that can provide insights into the lived experiences of content creators and their perspectives on their participation in the RNTC training program ‘Digital Media to counter disinformation and hate speech, their perceived benefits and drawbacks of the training program, their opinions on the program's content and delivery, and its impact on their work and online behavior.

Instrumentation

The researcher conducted a snapshot case study, where a case is being examined in one particular period of time [45], such as a current event, a daily diary, etc. The analysis is facilitated by observing events within a limited time frame, whether it be a day, week, month, or even an hour. The final result is a complete picture of the situation within a condensed period of time.

This particular case study is well-suited for this paper due to the duration of the RNTC training program, which lasted for a concise three-week period. The researcher's objective is to explore the impact of this relatively short timeframe on the knowledge, skills, and expertise of the content creators involved.

Data collection was conducted through in-depth semi-structured interviews with content creators who participated in the RNTC digital
literacy training program. The interviews were designed to delve into their firsthand experiences of the training, covering aspects such as the content covered, delivery methods employed, and their personal assessments of how the program influenced their capacity to combat online hate speech.

The semi-structured interviews data was analyzed using qualitative data analysis techniques, including content analysis and thematic analysis, to identify patterns and themes in the participants' experiences and perspectives.

Semi-structured interviews are suitable for this study as they provide a flexible structure for exploring the experiences and perspectives of the participants [46].

The interview guide was developed based on a review of the literature on critical digital literacy training programs and online hate speech, and was comprised of eight open ended questions to elicit detailed responses from participants.

Data collection procedures

Eight interviews were conducted via zoom and lasted between 30-35 minutes. Due to different time zones and working hours, two participants preferred to get the questions sent to them by email, and answers were sent back later via an audio app.

The interviews took place three months following the conclusion of the training program. All participants were fluent in English language, thus enabling the majority of the interviews to be conducted in English.

Data collection was conducted in a systematic and ethical manner, with informed consent obtained from all participants to record the interviews.

The interviews took around five hours on four different days. The recorded interviews were transcribed using verbatim, over a period of two days before content analysis was done to generate the themes.
Participants

The sample for this study consisted of content creators who had participated in the RNTC training program ‘Digital media to counter disinformation and hate speech’. The participants were recruited through **purposive sampling**, in which individuals are selected based on specific criteria relevant to the research question. In this paper, the criteria included attending the RNTC training program in person during the September/October 2022 round, having years of experience in creating content online, in addition willingness and availability to participate in the study.

Out of the 16 participants (excluding the researcher) who took part in the RNTC training program, the researcher contacted 13 individuals. Among them, a total of 10 participants (equivalent to 63% of the participants) agreed to be interviewed.

Demographic characteristics of the participants

<table>
<thead>
<tr>
<th>Participant</th>
<th>Name</th>
<th>Country</th>
<th>Occupation</th>
<th>YOE</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Atiol ElMalik</td>
<td>South Sudan</td>
<td>Journalist, photographer &amp; film maker</td>
<td>19</td>
</tr>
<tr>
<td>#2</td>
<td>Aysheh Alghabin</td>
<td>Jordan</td>
<td>News reporter, freelance investigative reporter with a long experience as a social media specialist and content officer</td>
<td>11</td>
</tr>
<tr>
<td>#3</td>
<td>Diaa AlYassin</td>
<td>Syria</td>
<td>Investigative journalist &amp; political economy researcher</td>
<td>8</td>
</tr>
<tr>
<td>#4</td>
<td>Elias Ahamed Khan</td>
<td>Bangladesh</td>
<td>Broadcast journalist and digital content creator</td>
<td>7</td>
</tr>
<tr>
<td>#5</td>
<td>Manal AlHamshri</td>
<td>Libya</td>
<td>Reporter &amp; media monitor of political pluralism in Libyan channels</td>
<td>4</td>
</tr>
<tr>
<td>#6</td>
<td>Menna Ayman</td>
<td>Egypt</td>
<td>Senior copywriter &amp; freelance journalist</td>
<td>7</td>
</tr>
<tr>
<td>#7</td>
<td>Nombre Souaibou</td>
<td>Burkina Faso</td>
<td>Journalist &amp; editor</td>
<td>10</td>
</tr>
</tbody>
</table>
Measurements

A set of questions were prepared by the researcher to cover the following areas:

- Participants’ acquired knowledge and skills from the RNTC training program ‘Digital media to counter disinformation and hate speech digital literacy.

- Participants’ views on the challenges and opportunities encountered when applying the knowledge and skills gained from the training program in countering online hate speech.

- Identification of the most effective learning techniques experienced by the participants during the training program.

- Participants’ efforts to share knowledge and skills with content creators.

- Recommendations from participants on the best practices to counter online hate speech and improve digital literacy training programs for the same purpose.

Results

Participants’ Acquired Knowledge and Skills after Attending the RNTC Training

In this section, the researcher aimed to evaluate the perceived effectiveness of the RNTC program ‘Digital media to counter disinformation and hate speech’ by soliciting feedback from participants. The inquiry focused on the knowledge and skills they gained, with particular emphasis on identifying their most valuable takeaways from the program.

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Country</th>
<th>Position</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>#8</td>
<td>Nour Safieddine</td>
<td>Lebanon</td>
<td>Senior media projects coordinator, freelance journalist &amp; a religious freedom certified trainer</td>
<td>10</td>
</tr>
<tr>
<td>#9</td>
<td>Phuong An</td>
<td>Vietnam</td>
<td>Broadcast journalist &amp; content creator</td>
<td>7</td>
</tr>
<tr>
<td>#10</td>
<td>Rachel Yusuf Mariam</td>
<td>Tanzania</td>
<td>Assistant lecturer &amp; radio presenter</td>
<td>14</td>
</tr>
</tbody>
</table>
The audience mapping and storytelling recipe taught in the training course were unanimously praised by all participants as the most beneficial takeaways. The RNCT audience mapping techniques, designed to help content creators producing content for behavioral change, were particularly effective. By identifying attitude, behavior, skill, or knowledge gaps in the target audience, uncovering their beliefs, emotional motivators, and influencers, the mapping technique allows content creators to develop persuasive and emotionally appealing messaging.

Participants found the RNCT audience map easy to use and understand, but also provides detailed and thorough information about the target audience, which help them create influential messages that are relevant, credible, and emotionally compelling, which ultimately leads to better engagement and positive outcomes.

Manal, a reporter and media monitor from Libya, expressed that the RNCT training program had a significant impact on her ability to think critically and creatively about her audience. It introduced her to new research techniques that allowed her to gain a better understanding of her audience. “I learned to consider not just their demographics, but also their lives, values, attitudes, beliefs, future goals, and emotional payoffs in order to create a powerful media message that resonates with them.”

Nour, a senior media coordinator and a religious freedom trainer, from Lebanon, found the persuasion aspect of the training interesting, stating, "I believe in the power of emotions in changing one's existing beliefs and motivating them to acquire new knowledge, skills, or attitudes. Additionally, I agree that relying solely on logic may not be sufficient to convince audiences."

Another participant found the RNCT map's approach to sensitive matters such as online hate speech to be particularly clever. "The RNCT map takes a clever approach by utilizing emotional motivators of the audience to effectively reshape their existing perceptions", Elias, a broadcast journalist from Bangladesh remarked.

As for the RNCT storytelling recipe, participants found it to be suitable for different content formats they produce, such as news reports, media campaigns, drama, and in-depth reports. They appreciated how the
recipe follows the fundamental structure of a story, effectively engaging the audience by building tension and leaving them eager to uncover what unfolds next.

Ann, a broadcast journalist from Vietnam who primarily works on news content, was pleasantly surprised to discover that the RNTC storytelling recipe was highly effective when applied to news reports. “By following the RNTC formula, I can take my audience on a journey that builds tension, creates emotional connections, and leaves a lasting impression,” Ann commented.

Incorporating storytelling elements into investigative stories was an interesting point mentioned by Diaa, an investigative journalist and researcher from Syria, as it keeps the audience interested and invested in the story, help simplify the complex information, and attract wider audience. He also added, “Proposing a central question, creating tension and character development, and then finding an answer for the question can help the audience understand the significance of the information we have uncovered.”

The majority of participants also reported that they gained proficiency in recognizing hate speech, assessing its effects, and creating counter-arguments and alternative arguments to combat it.

Counter-narratives mainly focus on deconstructing existing hateful arguments, undermining their credibility, and re-characterizing those portrayed as enemies, while alternative narratives aim to replace hate-promoting narratives with positive messages that foster peace, unity, and coexistence.

Menna, a senior copywriter & freelance journalist from Egypt, believed that the training helped her to skillfully utilize fact-checking tools to identify and expose any false or deceptive information found in the discriminatory and misleading discourse of propagandists. “In my final project, I mixed both factual and sarcastic counter-narratives to highlight absurdity or hypocrisy of certain arguments or viewpoints.”

Rachel, an assistant lecturer and radio presenter from Tanzania, highlighted the influential role of humor in crafting counter-narratives against hateful messages, which she was initially introduced to through
the RNTC training course. However, she emphasized the need for cultural and religious sensitivity when employing humor to address significant issues, so as not to offend anyone. Rachel shared an incident where a video, intended to combat religious extremism using a humorous approach, was shown to the participants, leading to some Muslims perceiving it as offensive.

Nour and Diaa shared the belief that under difficult circumstances, alternative narratives that aim to promote understanding and empathy among people are particularly impactful.

Nevertheless, half of the participants expressed that the topic of hate speech wasn't allotted sufficient time during the training. They proposed dedicating additional time to employing the techniques taught to influence individuals and instigate change regarding subjects that are associated with hate speech.

Participants also highlighted their significant acquisition of knowledge in social media moderation tools, particularly emphasizing their grasp of social listening and a comprehensive understanding of amplification and virality.

“Online norms around certain topics might be extremely different than what we think they are. Social listening tools can help us to combat hateful sentiments in a timely manner to prevent them from escalating and potentially averting future crises,” Aysheh, news reporter and freelance investigative journalist from Jordan said. Rachel agreed with Aysheh, describing the ‘social listening’ as an ‘impressive’ process of detecting emerging trends and stories before working on countering them.

For storytellers like Aitol, a journalist, photographer and film maker from South Sudan, amplification is a critical aspect of their work, therefore, obtaining knowledge about it during the training was something he cherished. Aitol expressed, “Learning about how algorithms work has allowed me to comprehend why certain online content is given priority on social media due to their potential to spread and normalize harmful views. However, on the other hand, I've also gained insight into how algorithms can identify and oppose hate speech,
as well as elevate narratives that endorse diversity, inclusivity, and human rights.”

Elias shares Atiol’s view that the trainers provided comprehensive coverage of the topic of amplification. They discussed how a single comment or post can rapidly escalate into a wave of hatred that causes significant harm, which can spill over from the online to the offline world. Elias emphasized that this is particularly relevant in communities with political and religious tensions and tribalism.

For Ann, knowing how each social media platform works and what type of content is best suited for each platform is a key to success imparted by trainers to trainees. She stated, “This includes understanding the anatomy of successful stories on each platform, the best factors to include in posts, and what make a content go viral.”

Two respondents also mentioned gaining some knowledge about legal and policy frameworks related to hate speech, internet intermediaries’ guidelines to combat hateful content, and online privacy and security.

Regarding the skills gained through the training, there were differing views on the workshops for photography, filming, audio, and visual editing. Those who had no prior experience in these areas found them helpful, while those who were already skilled in producing digital content found the workshops to be too basic and not helpful in enhancing their skills.

Nombre, a print journalist and editor from Burkina Faso, is used to relying on words as his primary means of storytelling. However, he recognizes that working in the digital age demands a broader skillset. “Learning to shoot and edit videos was unfamiliar to me, and I encountered some difficulties in acquiring certain techniques, but with practice, it became easier,” he said. Rachel, on the other hand, was delighted to have used the skills she learned in the training to create video content for the first time. However, both Nombre and Rachel wished that the practical workshops had been given more time.

In contrast, the workshops didn’t prove to be very useful for the group of broadcast journalists and digital content creators. However, Elias identified a significant takeaway from the training, which emphasized
the importance of editing in shaping the final product and how to use mobile devices proficiently to create high-quality video content while adhering to ethical standards.

Moreover, the majority of participants believed that the training equipped them with verification kits or tools that can further enhance their skills in verifying information and data, hence assessing the reliability and accuracy of digital media content. These tools typically include software programs, online resources, and reference materials.

**Most Effective Learning Techniques**

The following section of the paper focuses on the perspectives of participants regarding the most effective learning methods employed during the training program. Participants agreed that group exercises were the most beneficial among the various learning techniques used by the RNTC trainers to convey knowledge and skills to combat online hate speech, followed by presentations, open discussions, and demonstrations respectively.

“Creating working groups and allowing them to brainstorm, reflect and analyze various media content, formats, and techniques before presenting their findings was highly beneficial,” Nour explained, “The process could be difficult at times due to the diverse backgrounds of the participants, but working as a team promoted collaboration, enhanced participants ‘communication skills, and led to more innovative and creative outcomes while also facilitating peer learning.”

Rachel believed that activities helped to create a sense of belonging and shared purpose among participants, she added, “Even when some clashes happened, I learned to be patient, present my viewpoint in a positive manner to my group. Alternatively, I allowed them to recognize the validity of my perspective through the feedback we received from our peers during our work presentations. These skills have proven immensely valuable to me in my work with students.”

Elias, on the other hand, noted that group exercises offered him a chance to network and build relationships with professionals from varying backgrounds, “These connections can lead to potential future collaborations and opportunities,” he confirmed.
Based on the feedback provided by the participants, it appears that the majority found the presentations conducted by the trainers to be effective. Specifically, seven out of ten participants reported that the presentations were clear, engaging, and contained compelling visual aids.

The fact that a majority of participants found the presentations effective is a positive sign, as it suggests that the trainers were able to successfully communicate their message and engage their audience. Furthermore, the use of compelling visual aids can be particularly good in capturing and maintaining the attention of the trainees, which can help ensure that the message is received and retained.

The majority of participants, specifically eight out of ten mentioned they felt comfortable to ask questions and intervene during the presentations. This approach to training is known as interactive learning, where trainees are active learners, not passive recipients.

Regarding open discussions during the training, half of the participants found them to be fruitful and engaging. However, the other half felt that the discussions did not meet their expectations.

Ann appreciated the diversity among the participants, recognizing that it enriched the discussions. She remarked, “Although we come from different worlds and had distinct perspectives on various situations, we still showed each other respect and understanding.” Aysheh affirmed Ann’s statement by saying, “some participants may have held biases, there’s no doubt that the open discussions brought positive communication that helped overcome prejudice and bias.”

Menna also shared her thoughts on the diversity of the participants, stating that it was an eye-opening experience for many as they were exposed to seemingly irrelevant and far-fetched opinions. She emphasized, “It served as a valuable reminder that people’s backgrounds and ethnicities attribute a lot to their perspectives and opinions.”

Conversely, Diaa criticized the moderation of discussions during the training. He believed that the participants were not provided sufficient time or opportunities to discuss incidents of online hate in their respective countries or the initiatives undertaken to combat it. Diaa stated, "I am confident that Arab countries have produced campaigns
that are worth discussing and can be even better than those produced in developed countries."

Nour suggested that the training program should include an overview of the media landscape in each represented country. According to her, "Having some background knowledge about the media landscape in each country would have been helpful. It would have allowed us to better understand the challenges and opportunities in addressing online hate speech, find common ground among ourselves, and learn from each other's experiences." This recommendation emphasizes the significance of contextual understanding when addressing complex issues such as online hate speech.

Furthermore, Nour stressed the importance of improved time management during the training. She stated, "Better time management would have ensured that everyone had an equal opportunity to express their views."

Overall, both Nour and Diaa's comments highlight the necessity of adopting a comprehensive approach to training that takes into account the diverse perspectives and experiences of each participant. For them, incorporating contextual knowledge and promoting inclusive discussions can help create a more meaningful and effective learning experience.

Additionally, while demonstrations were not as prominently recalled by the participants compared to other learning techniques, Atiol specifically highlighted this method as a significant aspect of the training. He explained, "Even if someone is already proficient and knowledgeable in a specific field, there are always fresh insights to be gained from experts with different experiences."

**Participants’ application of acquired knowledge and skills**

In this section of the study, participants were invited to share specific instances where they applied the skills and knowledge acquired from the RNTC training to intervene or counter online hate speech in their work and online activities.

Despite the particularities of the content and the audiences they address, all participants acknowledged their ability to apply the knowledge and skills gained from the training course. They mainly intervened through
four measures; raising awareness about hate speech and its consequences, media monitoring, responding to hate speech, and creating peaceful and inclusive digital content.

"Taking a stance against both online and offline hate speech is an integral part of my daily work," stated Nombre. He further elaborated on the challenging security situation faced by Burkina Faso since 2015, characterized by terrorist threats and attacks targeting military barracks, schools, health facilities, and other public entities. In such circumstances, Nombre explained, "Some individuals or groups may resort to hate speech as a means to assign blame and demonize certain groups, thereby exacerbating tensions and potentially leading to conflicts." He emphasized their responsibility as media professionals to "report on issues in a fair and unbiased manner, providing a platform for diverse perspectives and countering hate speech."

Elias pondered upon the predicament of religious minorities in Bangladesh, where they are subjected to persecution based on their religious beliefs. According to him, some Muslim leaders exploit their mainstream and social media presence to instigate the majority against the minority groups with hatred both online and offline. He remarked, "They spread false information about a particular group or individual through news, photos, or even videos, which create a false narrative or belief that fuels animosity." This, in turn, “leads to the formation of stereotypes, prejudice, and discrimination, and often escalates into harmful behaviors or attacks on the homes or businesses of minority groups.”

Elias, along with other young content creators, are committed to constantly enhancing their knowledge and expertise in the field of digital media. As he stated, "We strive to use social media to foster social dialogue, empowering people to become critical consumers of information and responsible sharers of knowledge." Elias is determined to ensure that individuals are able to practice their religion without any fear of persecution or discrimination.

Egyptian society has also been highly polarized in recent years, with deep political and ideological divisions that have spilled over into the online space. Menna believes that social media had contributed to the widening
gap by providing a platform for discussions that often lead to personal attacks, insults and harassment to those with different opinions.

As an active Twitter user, Menna uses the platform to engage in political debates and challenge hateful narratives based on either true or fabricated information or photos. She advocates for a civil and open-minded approach and says, "Instead of responding with hateful replies, I focus on debunking haters’ statements and arguments using the counter-narrative techniques I learned at RNTC. I correct their misinterpretations and validate their feelings while stating the truth as it is."

Additionally, Menna has used the techniques she acquired from the course, specifically mapping, social listening and verification to delve deeper into more relevant stories for her audience.

Both Aysheh and Rachel emphasized the issue of online harassment towards women, which they personally experience or observe in their respective situations. They highlighted how such hateful behavior have a chilling effect on women's participation in public discourse, as many women may feel unsafe or intimidated to speak out in the face of such offensive content.

According to Aysheh, a journalist with a focus on women's issues, Jordanian women are particularly vulnerable to online hate speech. She noted that they are often subjected to misogynistic and sexist language, with a disturbing tendency to blame the victims for the violence they endure. She stated, "Whenever there is news about violence victims, I consistently encounter numerous hateful comments justifying violence against women."

In her efforts to combat hate speech, Aysheh not only closely monitors the comments and reports instances of hate, but she also emphasizes the importance of empowering women to respond to hate speech in a constructive manner. As she expressed, "I always strive to encourage women to engage in dialogue, call out hate speech, and take concrete steps." By promoting active and assertive responses, Aysheh aims to foster a culture of standing up against hate speech while avoiding further escalation.
In a related context, Rachel recalled an incident that occurred a month after receiving the training, where a colleague shared fake news about Tanzanian men being the most faithful in the world. When she debunked the news, she was subjected to a barrage of online hate messages. As she explained, "I got more than 100 messages that attack me for humiliating the men of my own country, making fun of me and shamed me for not being married. Some of the people who sent the messages were unfortunately my colleagues and other people I knew in person."

However, the training helped Rachel adopt a calm and rational approach, and she did not engage in hateful debates. She responded by informing the senders that it was her job to verify information and correct false news. She also stressed, "I assured them I did not intend to offend anyone, and that exposing fake news had nothing to do with my personal choices. Finally, I let them know that their messages hurt my feelings."

Nour, a religious certified media trainer hailing from Lebanon, tirelessly dedicates herself to countering online and offline hate a country plagued by sectarian and political conflicts that perpetuate a culture of animosity and division. To address this issue, she actively moderates webinars on religious freedom, convening experts from diverse religious backgrounds. These webinars serve as platforms for discussing and emphasizing the significance of religious tolerance and acceptance in fostering harmony and unity among communities.

Moreover, Manal, as a media monitor of political pluralism in Libyan media channels, works to combat online hate in several ways, most importantly, reporting on instances of hate speech that occur in the traditional and digital media, bringing attention to the issue and highlighting the harmful impact of such speech. She also works to promote political pluralism in Libya, "Me and my colleagues, make every effort to create an environment where diverse voices are heard and respected, reducing the likelihood of hate speech and promoting constructive dialogue."

As witnesses to the devastating effects of civil wars in South Sudan and Syria, Atil and Diaa may be particularly aware of how online hate speech can contribute to the dehumanization of individuals and groups,
and how it can create an environment of fear and hostility. Their firsthand observations have revealed how various warring factions exploit social media platforms to rationalize acts of violence and suppression, ultimately undermining social cohesion and eroding trust within communities.

In 2013, South Sudan was engulfed in a cruel civil war, only two years after it gained independence in 2011. The country is still encountering significant obstacles in its quest for enduring peace and stability. The persistent violence and political unrest pose a grave threat to the nation's stability. As an entrepreneur in the field of photography and filmmaking, Atiol disclosed that he is venturing into diversifying his enterprise by developing digital content that advocates for inclusivity and tolerance and has the potential to reach a wider audience. "I’m already incorporating the RNTC storytelling techniques in the multimedia stories I’m currently working on,” he said.

As an investigative reporter, Diaa found great value in the emphasis that RNTC placed on the significance of fact-checking and data verification techniques when it comes to combating online hate speech. According to him, "By building stories that challenge divisive and hateful narratives on verified facts and information, we can ensure that we do not inadvertently contribute to the spread of misinformation or false narratives."

Following the earthquakes that struck Syria in February 2023, there were efforts made by both the Syrian Regime and the opposition to garner sympathy for the areas under their control. However, these attempts frequently employed divisive language and fueled sectarianism. In response, Diaa and his colleagues from Syria utilized their social media platforms to advocate for a message of unity and empathy towards all those impacted by the earthquakes, irrespective of their political affiliations.

Diaa, currently residing in a refugee shelter in the Netherlands, shared his observation following the recent earthquakes in Syria and Turkey. He noticed that some Turkish refugees in the same shelter were posting racist content, making comparisons between the aid provided to Syrian and Turkish people. They even asserted that certain individuals were "more deserving of help" in the midst of a humanitarian crisis. Diaa
took action by reaching out to several non-governmental organizations, stating, "I reached out to several non-governmental organizations that pledged to organize movements and awareness talks that promote acceptance and condemn hatred."

Diaa also expressed his view that RNTC missed an important point in their training. He believes that participants should be equipped with the necessary skills and resources to address urgent and immediate situations, especially when the journalist or content creator is personally affected. He stated, "Sometimes, I’m hesitant to engage in hostile conversations to avoid getting too emotional or unintentionally offend others trying to counter-argue."

The anecdotes shared by the participants are a testament to the effectiveness of the RNTC training course in enhancing critical digital literacy skills to combat online hate speech.

Participants brought attention to the unique obstacles they face when confronting online hate speech in their individual nations, including the mistreatment of religious minorities, political and ideological divisions, and the targeted harassment of women online. Nonetheless, they also shared inspiring instances of utilizing the knowledge and abilities gained from the training program to combat hate speech and facilitate constructive conversations. Their dedication to promoting critical thinking and responsible information sharing represents a significant stride in curbing the dissemination of harmful content.

**Participants’ Diffusion of the Training Materials to Other Content Creators**

A majority of the respondents, accounting for 60%, mentioned that they disseminated the materials from the RNTC training course to their colleagues, professors, students, and junior trainees, each adapting the resources to their respective contexts.

“I’m proud to say that around 300 students who I taught last semester now have the basics of creating videos that can effectively combat harmful online content,” As a university assistant lecturer, Rachel cherished the learning materials provided by RNTC that she could easily use in her classes.
Aysheh also stated that she has already shared the knowledge she gained from the training with her colleagues and they have begun to implement some of the media campaign strategies and storytelling techniques on their newspaper's social media platforms. She elaborated, "The training was insightful, and I believe that sharing this knowledge with my colleagues will help us create more engaging content for our audience."

With his enhanced understanding and skillset, Atiol was eager to share his knowledge and help others produce quality digital content. Atiol's enthusiasm was evident as he shared, "I am delighted that I can now mentor junior journalists and filmmakers to produce persuasive and impactful stories for digital platforms."

Ann has also recently been given an opportunity to train five of her coworkers in the team on the new skills she took away from the RNTC training. She also shared her experience with a national television magazine in Vietnam. Moreover, Elias shared what he learned with his faculty colleagues and professors. He stated, "My class of 2022 were all introduced to RNTC storytelling techniques, hate speech concepts and correct measures to counter it, as well as online verification tools."

Nour's experience with sharing the materials was more cross border; as she created a document inspired by the RNTC storytelling formula for applicants of an EU religious freedom film grant from Sudan, Iraq, and Lebanon. She shared, "I distributed this document among my Internews colleagues in the region, so they can use it for similar projects."

The document asked candidates to formulate their main inquiry, generate suspense by depicting a sequence of incidents that the characters react to in a specific order, culminate in a peak point, and solve the issue or address the central query.

When participants of a training program diffuse or share the materials they have learned with other content creators, it is a step forward for several reasons; Firstly, it indicates that the participants found the training materials to be useful and valuable enough to pass along to others. This suggests that the training program was effective in providing relevant and practical knowledge and skills that can be applied in real-world contexts.
Secondly, the diffusion of training materials can have a ripple effect, as the content creators who receive the materials can also benefit from the knowledge and skills they provide. This can lead to a wider impact, as more individuals and organizations become equipped with the necessary tools to create high-quality content and combat issues such as online hate speech.

Thirdly, the diffusion of training materials can also foster a sense of community and collaboration among content creators. By sharing knowledge and skills, individuals can work together to achieve common goals and tackle shared challenges.

**Participants’ Recommendations for Best Procedures to Counter Online Hate Speech**

Drawing on the participants’ insights and experiences, this section presents a list of recommendations for best procedures content creators can take to counter online hate speech, and create a safe and inclusive online environment.

- **Promoting critical thinking skills among social media users, and providing education on the topic of hate speech.**

  All participants agreed that critical thinking, education, and awareness are crucial elements in the fight against hate speech. "Promoting critical thinking skills is key to combating hate speech," Elias asserted. He suggested that digital media literacy programs are an effective way to teach individuals how to "identify and respond to hate speech" and "develop tools to evaluate the credibility of online sources and recognize biased or misleading information."

  In addition to promoting critical thinking, it is crucial to educate social media users about hate speech, as Nombre argued. He recommended providing information about "what constitutes hate speech, the harm it causes, and how it can be reported," as well as teaching individuals about "the importance of respecting diversity and promoting inclusion."

  As Aysheh noted, "Acknowledging hate speech and pointing it out is indeed an important step in countering it," stating that by bringing attention to harmful language and behavior, individuals and communities can educate people about the harm caused by hate
speech and encourage them to be more mindful of their own words and actions. "Calling out hate speech can also send a message to those who engage in it that such behavior is unacceptable and will not be tolerated, contributing to a decrease in its prevalence," she added.

• Utilizing fact-checking as an essential weapon in tackling the propagation of hate speech in the digital era

Another point of agreement among the participants was activating the fact-checking and verification tools as a defense against online toxicity. As mentioned beforehand in this paper, false information, misleading content, and biased news can fuel intolerance and bigotry, therefore Menna requested content creators to strive to correct misinformation, disinformation, and mal-information that take place online and offline. “By verifying the accuracy of claims made in hateful content as well as the counter-hate content, we can prevent the spread of biased and misleading information as well as harmful views.”

Nombre also emphasized on the importance of the dependability and impartiality of information sources, while also ensuring that the dissemination of this information does not cater to a particular agenda. Ann recommended that content creators should advise their audience to avoid relying solely on one information source and instead seek out multiple reputable media outlets. She explained, “This would enable them to develop a more complete understanding of the topic and minimize the possibility of being misled by biased or false information.”

• Creating tailored counter/alternative narratives that cater to different target audiences

Building on ‘mapping techniques’ and the ‘social listening’ previously discussed, eight out of 10 participants emphasized that effective communication is not a one-size-fits-all approach. Instead, it requires a careful analysis and understanding of the target audience, as well as the contexts in which they operate. “It’s important to note that messaging that works in one context may not necessarily work in another. That’s why it’s essential to understand and consider cultural norms, beliefs, and traditions that may impact how the audience
receives and interprets messages, as well as their motivators to take action,” Rachel stated.

She added that once the target audience has been identified, tailored messaging can be developed that is specifically designed to resonate with them. “This means using language and terminology that is relevant and meaningful to the audience, and framing messages in a way that speaks to their values and concerns.”

Participants also stressed on the importance of employing social listening tools to gain insights into people's attitudes, opinions, and behaviors. “By listening to the conversations and sentiments of the target audience, it is possible to gain a better understanding of the underlying issues and grievances that fuel hate speech,” Manal commented.

Based on the participants' perspectives, it is understood that by recognizing this, counter-narratives can be crafted to address the concerns of the intended audience in a positive and constructive manner. These counter-narratives can be tailored to address the specific themes and arguments of the hate speech, while also offering alternative perspectives and solutions. By engaging with the target audience in this way, it is possible to shift their attitudes and beliefs, and ultimately reduce the spread of online hate speech.

- Ensuring adequate representation for diverse communities and minorities, as well as creating a safe space for their participation on digital platforms.

Given that many participants hailed from nations grappling with political, sectarian, or tribal conflicts, several suggestions were put forth regarding this issue. Elias and Manal stressed the significance of incorporating a variety of viewpoints and perspectives in public discussions and preventing the marginalization or exclusion of minority groups from important dialogues. Elias commented, "Greater visibility of minorities in society can break down stereotypes, decrease prejudice and challenge the negative stereotypes that fuel hate speech.”

Nour added that when minority groups are more visible, they can showcase their multifaceted identities beyond the hate speech directed at them.
"This serves as a reminder that minorities are not defined by the hate speech directed at them; rather, they are complete individuals with unique experiences and perspectives," she explained.

Furthermore, they emphasized that better representation for minorities can help to create a sense of belonging and community, which can mitigate the effects of hate speech. “When individuals feel that they are part of a larger community that values their contributions and perspectives, it can help to counter the feelings of isolation and vulnerability that are often associated with being targeted by hate speech,” Rachel added.

- Reporting hateful content to social media platforms

The majority of the participants acknowledged their responsibility to report any form of online hate speech and other types of content that breach the community guidelines of social media platforms. Aysheh emphasized the significance of being specific and accurate while reporting hate speech and using the right terminology to avoid normalizing or trivializing it. Aysheh explained, "If you are reporting on racist content, it is better to use the term 'racist' instead of using general terms like 'hateful' or 'offensive,' and refrain from using stigmatizing language or reinforcing stereotypes about targeted groups."

Additionally, Nombre put forward the suggestion that content creators should take on the responsibility of reporting on the approaches adopted by social media platforms in addressing online hate speech. Nombre stated, “By reporting on the different strategies of social media platforms in dealing with online hate speech, we can hold them accountable and push them to take more substantial measures.”

- Calling for harnessing the Power of Artificial intelligence (AI) to Combat Hate Speech

Ann pointed out to the crucial role content creators can play in advocating and even practicing pressures social media platforms and media outlets for activating better algorithmic detection and flagging systems.

AI tools can be integrated into the strategies mentioned above to help combat hate speech and other problematic content online. For example, machine learning algorithms can be trained to detect patterns of hate speech and flag
it for review by human moderators. Natural language processing can be used to analyze the sentiment and context of text-based content, helping to identify hate speech and other problematic language.

Speech recognition technologies can also be integrated into the process, to analyze audio or video content for problematic language or gestures. Additionally, AI-powered chatbots can be deployed to engage with users and provide education on responsible reporting practices and the dangers of hate speech.

“By working together with journalists and content creators, AI can help to identify and remove hateful content more efficiently, allowing for more proactive and effective moderation,” Ann commented.

- Keeping a tolerating mind and avoiding emotional triggers or getting involved in meaningless disputes

Nour and Menna discussed their compassionate approach towards combating online hate speech. Menna shared her belief in the power of nonviolent communication, saying, “Words can be hurtful and can have a significant impact on people’s emotions, and as such, I believe in validating other people’s feelings to create a safe space for open communication.” She also recognizes the futility of engaging in silly feuds online, stating, “It only leads to further hostility and negativity. Instead, we should try to understand and empathize with the other person’s perspective and adopt a more peaceful approach.”

Nour's approach to combating online hate speech is best described in her own words: "I believe in 'stopping' to listen to what the other person is saying, without being triggered by my own emotions or biases. By doing so, I can better understand where the other person is coming from and reflect on their needs, concerns, and thoughts."

When Nour has listened attentively to the other person, she follows up by restating their words in her own language. She explains the significance behind this practice, stating, "Repeating back what they've said in my own words shows that I have understood their perspective. It also validates their feelings and thoughts, creating a sense of trust and openness."
Nour also emphasizes the importance of making requests instead of demands. She suggests, "Instead of attacking someone for their views or actions, one should ask questions or make requests that can help them understand the other person's perspective better." Moreover, Nour highlights the value of focusing on areas of agreement rather than disagreement.

Both participants embody a humanized approach that values empathy and nonviolent communication. They firmly believe that by embracing this approach, they can play a significant role in establishing a safer and more inclusive online community where every voice is acknowledged and respected.

- Presenting Alternative Narratives is More Effective than Countering Existing Narratives When Combatting Online Hate Speech

While discussing strategies to combat online hate speech, three participants stressed on a noteworthy idea, which is favoring presenting alternative narratives over countering narratives. Diaa, in particular, explained the reasons behind this preference. According to him, "Countering existing narratives can sometimes backfire and reinforce them by drawing more attention to them. Instead, presenting an alternative narrative can shift the focus away from the existing narrative and create a more constructive conversation."

Diaa also explains that countering existing narratives can sometimes lead to people become more entrenched in their existing beliefs. By contrast, presenting an alternative narrative can be more persuasive in changing people's minds and attitudes, as it offers a new and more positive perspective that people may be more open to considering.

Overall, the recommendations presented in this section of the study cover a range of strategies, including preventative measures, such as education and awareness-raising campaigns, as well as more reactive measures, such as monitoring and reporting systems.

By sharing these recommendations, the researcher aims to provide valuable insights to researchers, policymakers, and online platform providers seeking to develop more effective methods for countering online hate speech.
Participants' Recommendations for Improving Digital Literacy Training Programs to Better Support Content Creators Counter Online Hate Speech

Based on their experience in the RNTC training, as well as other local and international trainings they had attended, participants were asked to provide their suggestions on how to enhance the design and organization of media and digital literacy training programs. These suggestions aim to enhance the efficacy of such programs in helping content creators combat online hate speech and other forms of online toxicity.

- Providing Trainees With Solid Theoretical Foundation

Nour suggested that even though digital literacy trainings are mostly geared towards professionals rather than researchers or academics, they should still offer a strong theoretical basis to their participants, which she found lacking in the RNTC Digital Media to Counter Hate Speech training. She emphasized that theories and frameworks are essential for developing a comprehensive understanding of the complexities surrounding online hate speech and can inform effective strategies and interventions for reducing its impact. She stated, “For me, people working in the media field should be impacted by people doing research.”

Furthermore, Nour acknowledged that certain workshops incorporate interactive elements and gamification to enhance the training experience. However, she cautioned that “this approach may not effectively motivate individuals to take tangible action.” Additionally, she highlighted that trainings tackling the topic of hate speech should focus on differentiating it from freedom of speech, which is an ongoing debate in many countries around the world. This was a significant oversight, as hate speech laws vary across countries and understanding this boundary is essential.
Avoiding Treating Developing Countries as a Monolithic Group

During the discussion, all participants reached a consensus on the tendency of developed countries to generalize and treat all developing countries as a homogeneous group. This approach was deemed inadequate, especially in the context of training programs offered to developing nations. The participants agreed that each developing country possesses its unique economic, social, and political context and cannot be treated as a uniform entity.

Therefore, it is crucial to consider the specific needs and requirements of each developing country in designing and delivering effective training programs. Reflecting on the RNTC experience, Nour said, “Participants who came from developing countries may have similar economic backgrounds, but they certainly have varying exposure, cultural influences, and media landscapes that should be taken into account when designing and delivering training programs.”

Nour, Diaa, and Aysheh also highlighted the significance of using culturally-relevant examples to engage participants and enhance the effectiveness of the training. Aysheh criticized the RNTC training for not adequately addressing the impact of hate speech on targeted groups, particularly Muslims and Palestinians. Nour expressed her hope for more relevant and up-to-date examples to be used, while Diaa emphasized the importance of providing space for participants to share their challenging experiences with both online and offline hate, especially in light of the significant political and economic turmoil experienced in the MENA region over the past 13 years.

Additionally, Rachel and Diaa emphasized the importance of an initial stage that facilitates introductions among trainers and participants, as well as among the participants themselves. Rachel shared her initial hesitance in opening up due to the fear of being misunderstood, stating, "However, afterwards I started to open up with other participants, shared experiences, and exchanged opinions." Diaa further elaborated on this point, by saying “This phase is particularly crucial for individuals from developing countries who may not be accustomed to practicing free media or free speech, and who may feel hesitant to express their thoughts in a public setting.”
Recognizing the Cultural Context of the Participants is Crucial for Trainers

The participants in the study noted that they felt a stronger connection to trainers who were originally from developing countries during the RNTC training. While they recognized the expertise and skills of other trainers, they found those from developing countries to be more adept at providing relevant examples and grasping the contextual nuances, particularly in addressing online hate speech. Some participants even advocated for digital literacy training programs to be led by experts from developing countries who possess a deeper understanding of the local context and the root causes of online hate speech. Nombre expressed his preference, stating, "Trainers from developing countries are more likely to have firsthand experience with the issues being discussed, enabling them to offer insights and solutions that resonate with the local context."

However, participants also acknowledged the diverse expertise of trainers who came from both developed and developing countries.

Aligning Training Process And With Trainees' Needs And Expectations

Diaa advocated for a collaborative approach to decision-making between organizations providing digital literacy training and the trainees themselves, emphasizing the importance of fostering a sense of ownership and active participation among the trainees. He explained, “When participants feel involved in the planning process, including determining the areas of focus, desired knowledge and skills, pace of delivery, and other aspects of the training, they are more likely to take an active role in the training and fully engage with the material.”

One of the justifications he provided for his suggestion was the variation in participants' experience levels and job roles. Diaa highlighted that the work dynamics of an investigative journalist, for instance, are significantly distinct from those of a marketer. Taking into account the participants' diverse experiences and professional objectives, Diaa proposed grouping them accordingly. He explained, "By carefully analyzing the participants' backgrounds and career
goals and forming groups based on that, the training content can be customized to address their specific requirements and address the challenges they face.”

- Enhancing Digital Literacy Programs Through Advanced Labs, Equipment, and Ample Training Time

Atiol elaborated on the importance of having access to the latest software and equipment to create high-quality digital content. He cited examples such as video editing software, graphic design software, animation tools, and other related software and hardware equipment. He said, “Having advanced equipment allows individuals to explore new possibilities and push the boundaries of creativity, resulting in more innovative and captivating content.”

However, he asserted that having access to advanced equipment and software is insufficient; as individuals need proper training to use these tools effectively. Atiol asserted, “Providing ample time for training is essential to ensure that individuals can use the software and equipment to their full potential.”

Atiol also voiced his criticism regarding the limited time frame allocated for completing the final project in RNTC training. According to him, the limited time given for planning, scripting, shooting, and editing does not facilitate the production of high-quality content. Allowing more time for these crucial stages will contribute to the overall quality and success of the participants’ projects.

Providing Ongoing Support

Participants in the training program emphasized the significance of offering continuous support to content creators even after the program concludes. This support can take various forms, including access to relevant resources, online platforms for discussing challenges and sharing best practices, and opportunities for further training and mentorship. Elias contributed, stating, "By providing ongoing support, content creators can continually enhance their skills and knowledge, particularly in addressing and combating online hate speech."

Using RNTC as an example, it is fortunate to have a vast network of over 6,000 alumni from different parts of the world who can offer such
support. The organization has received positive feedback from its alumni about how their training at RNTC has propelled their careers and improved their work. Many alumni have achieved notable professional growth after completing a course at RNTC, with some even receiving awards. Therefore, RNTC alumni can serve as a valuable resource for content creators seeking ongoing support in their efforts to counter online hate speech.

Discussion

This study concluded that training content creators through critical digital training programs is an effective method for countering online hate speech, which supports the results of previous research by Gifford [34] that found that equipping individuals who create content with the necessary knowledge and skills to identify and address hate speech can promote respectful online environments, and combat the dangerous ideologies.

Participants in the present study also proposed that educating social media users and encouraging them to develop critical thinking skills are considered primary defense in the face of online hate. This notion aligns with the findings of a prior study by Foss SK, et al. [28], which found that people with strong critical digital literacy skills were more capable of identifying and reporting instances of hate speech on the internet.

The study underscored the significance of compassion and validation as key strategies in addressing online hate speech. Furthermore, the emphasis on finding common ground to foster communication and respect is consistent with findings from Cornwall's research on the effectiveness of empathy-based counter-speech messages [31]. Both studies highlight the potential of a humanized approach in cultivating a safe environment for open communication and mutual understanding.

Customizing counter/alternative narratives to suit the target audience's unique characteristics and cultural context were also one of the results that aligned with the results of past literature, specifically a study by Haider [30]. However, the current study highlighted the effectiveness of emotional appeals in increasing involvement with counter-messaging efforts. Moreover, it favored the creation of new peaceful
and inclusive narratives instead of countering existing ones and pointed out the advantages of doing so.

According to existing research, misinformation and harmful conspiracy theories tend to spread when hate speech is prevalent [11]. Meanwhile, the respondents in this study, highlighted the significance of being cautious about the sources of information and ensuring its accuracy through fact-checking. They believed that misinformation, disinformation, and mal-information can all be utilized to promote stereotypes and spread hateful rhetoric against certain individuals or groups, particularly minorities. This, in turn, can fuel the propagation of online hate speech.

In line with the findings of another previous study [28], where respondents recognized a broader connection between online and offline social realms, participants of this study expressed that online and offline worlds are intertwined. They expressed that a society marred by racism, tribalism, or polarization inevitably influences the behavior of its individuals online. Furthermore, they highlighted the concerning possibility that online hate can manifest itself in offline hate incidents.

To put it another way, individuals now recognize that their actions online can have real-world consequences, and that the virtual world is an extension of the physical world. They have come to understand that the internet is not a separate entity, but rather a reflection of society's values, attitudes, and behaviors. Therefore, it is important to consider the impact of online behavior on offline society and vice versa. This awareness can aid in combating hate speech and other forms of online harassment, as well as promoting a more tolerant and inclusive society both online and offline.

**Conclusion**

This study aimed to gain a deeper understanding of the experiences and perspectives of content creators who participated in the Radio Netherlands Training Centre (RNTC) training program entitled ‘Digital Media to counter disinformation and hate speech’ that took place in September/October 2022. Through the analysis of in-depth semi-structured interviews, the study addressed six research. These questions
explored participants' perceptions and evaluations of the program’s effectiveness, their application of acquired knowledge and skills, effective learning techniques implemented by the trainers, the diffusion of the training materials to fellow content creators, recommended procedures for countering hate speech and creating a safe and inclusive online environment, in addition to their recommendations for improving digital literacy training programs to better combat online hate speech.

The results showed that the audience mapping and storytelling techniques taught in the training course were valued by all participants as the most beneficial aspects. The majority of the participants reported that they developed proficiency in recognizing hate speech, assessing its effects, and crafting counter-arguments and alternative arguments to combat it. Additionally, they mentioned that they acquired considerable knowledge on some social media moderation tools, most importantly social listening, in addition to thorough understanding of amplification and virality.

Participants recognized group exercises as the most effective learning technique employed by RNTC trainers, followed by presentations, open discussions, and demonstrations. The study further revealed that all participants successfully applied the knowledge and skills obtained from the RNTC training course. Their interventions against hate speech primarily involved raising awareness about its consequences, monitoring media, responding to instances of hate speech, and creating content that promotes peace and inclusivity. The study also shed light on the impact of hate speech on religious minorities and women, underscoring how it perpetuates false narratives and beliefs, fosters animosity, and contributes to the formation of stereotypes, prejudice, and discrimination.

Regarding the diffusion of the training materials to other content creators, results showed that 60% of participants shared the materials with their colleagues, students, professors, and junior trainees. This indicates the effectiveness of the training program in providing valuable and practical knowledge and skills that participants deemed worthy to pass on to others. It also suggests that the diffusion of training materials
can have a wider impact, as more individuals and organizations become equipped with the necessary tools to create high-quality content and combat issues like online hate speech.

Participants recommended best procedures for content creators to counter online hate speech. These procedures included promoting critical thinking skills and educating social media users about hate speech, activating fact-checking and verification tools to prevent the spread of biased, misleading or harmful content, creating tailored counter/alternative narratives for diverse target audiences, ensuring better representation and participation for marginalized communities online, reporting hateful content to social media platforms, harnessing the Power of AI to combat hate speech, and keeping an open-mind to avoid meaningless feuds.

Additionally, the study elicited six key recommendations from participants to enhance media and digital literacy training programs aimed at helping content creators counter online hate speech. These recommendations encompass providing trainees with a strong theoretical foundation, recognizing the diversity within developing countries rather than treating them as a homogeneous group, considering the participants' cultural context during the training process, aligning the training content with the needs and expectations of trainees, improving digital literacy programs through advanced facilities, equipment, and sufficient training time, and offering ongoing support to content creators even after the training program concludes.

Recommendations for future research

Based on the findings of the current study, the researcher suggests some potential avenues for future research, outlined below:

**Long-term effectiveness:** Conduct a follow-up study to assess the long-term effectiveness of the RNCT training program in countering disinformation and hate speech. This can involve tracking participants' progress in applying the knowledge and skills acquired from the training program, as well as evaluating the impact of the training on their career trajectories.
Comparative analysis: Compare the effectiveness of the RNTE training program with other similar training programs offered by different organizations in different countries. This can involve assessing the similarities and differences in the training content, delivery, and outcomes, as well as identifying best practices for designing and implementing effective training programs.

Participant diversity: Explore the experiences and perspectives of participants from diverse backgrounds, such as individuals from marginalized communities, religious minorities, or those with disabilities. This can involve assessing the effectiveness of the training program in addressing the specific challenges and issues faced by these groups, as well as identifying strategies to make the training program more inclusive and accessible.

Digital literacy and media education: Investigate the broader issues of digital literacy and media education in the context of countering disinformation and hate speech. This can involve exploring the role of schools and universities in promoting digital literacy and media education, as well as identifying best practices for integrating these skills into the curriculum.

Social media platforms: Examine the role of social media platforms in promoting or countering disinformation and hate speech. This can involve assessing the effectiveness of existing moderation policies and tools, as well as identifying strategies to improve the platform's ability to counter disinformation and hate speech.

AI and machine learning: Investigate the use of AI and machine learning techniques in countering disinformation and hate speech. This can involve exploring the potential of these technologies to automate the detection and removal of harmful content, as well as identifying ethical and legal issues associated with their use.
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